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Abstract. Three distinct models from earlier work are combined to: (1) produce probabilistically
weighted scenarios of greenhouse-gas-induced sea-level rise; (2) support estimates of the expected
discounted value of the cost of sea-level rise to the developed coastline of the United States, and
(3) develop reduced-form estimates of the functional relationship between those costs to anticipated
sea-level rise, the cost of protection, and the anticipated rate of property-value appreciation. Four
alternative representations of future sulfate emissions, each tied consistently to the forces that drive
the initial trajectories of the greenhouse gases, are considered. Sea-level rise has a nonlinear effect
on expected cost in all cases, but the estimated sensitivity falls short of being quadratic. The mean
estimate for the expected discounted cost across the United States is approximately $2 billion (with a
3% real discount rate), but the range of uncertainty around that estimate is enormous; indeed, the 10th
and 90th percentile estimates run from less than $0.2 billion up to more than $4.6 billion. In addition,
the mean estimate is very sensitive to associated sulfate emissions; it is, specifically, diminished by
nearly 25% when base-case sulfate emission trajectories are considered and by more than 55% when
high-sulfate trajectories are allowed.

1. Introduction

The threat of greenhouse-gas-induced sea-level rise has inspired many estimates
of the potential economic cost since 1980. Table I makes this point by presenting
estimates of the cost of either protecting or abandoning developed property in
the United States for four projections of sea-level rise through the year 2100.
Projections of the pace of rising seas that have been employed in exercises designed
to estimate vulnerability and/or cost have, however, declined over recent years.
Yohe (1989), for example, reported vulnerability estimates that he prepared for the
United States Environmental Protection Agency along trajectories that ran from
a low of 50 cm through 2100 up to 200 cm by that date. More recently, though,
Fankhauser (1994) and Yohe et al. (1996) restricted their attention to scenarios that
would see seas rise by no more than 100 cm through 2100. Indeed, their view is
consistent with the most recent IPCC scenarios reported in Warrick et al. (1996)
– scenarios that put the range of sea-level rise through 2100 between 20 cm and
90 cm.

Even for projected rises of 50 and 100 cm, though, cost estimates made before
1994 are about an order of magnitude higher than the most recent cost estimates.
Earlier estimates missed: (a) the cost-reducing potential of market-based adaptation
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in anticipation of the threat of rising seas; and/or (b) the efficiency of discrete
decisions either to protect or abandon small tracts of property on a case-by-case
basis using then-current evaluations of the benefits and cost of each. Estimates that
incorporate both of these cost-reducing potentials (Fankhauser, 1994), however, still
differ significantly due to alternative assumptions about the cost of protection and
the value of property. Moreover, while trajectory-specific costs have maintained the
interest of the policy community, none of the existing studies has taken the analysis
to the point of offering estimates of the expected economic cost of protecting or
abandoning property – estimates that are needed by that community.

This paper begins the process of meeting this need by reporting estimates of the
expected cost of greenhouse-gas-induced sea-level rise to the developed coastline
of the United States across a range of probabilistically weighted greenhouse-gas-
emissions scenarios, including four alternative futures of anthropogenic sulfate
aerosols created by emissions of sulfur dioxide, and it surrounds those estimates
with 90 percent confidence intervals. Its results therefore push beyond the point
estimates recorded in Table I for specific sea-level rise futures to offer estimates
of the expected cost to the developed coastline of the United States and closed-
form representations of how those costs vary with the cost of protection and the
value of property. The estimates reported here are accomplished by: (1) identifying
and characterizing probabilistically weighted emissions trajectories of greenhouse
gases driven by global economic activity; (2) factoring these emissions trajectories
into a simple climate/ocean model that calculates sea-level-rise trajectories across
a range of climate sensitivities without and with associated anthropogenic sulfate
emissions, the latter for specified anthropogenic sulfate aerosol (ASA) forcing; and
(3) running the complete set of sea-level trajectories through the Yohe et al. (1996)
costing model. The results include: (1) reduced-form estimates of the transient costs
through the year 2100, expressed in terms of anticipated sea-level rise through that
year; (2) estimates of the expected present value of the cost of sea-level rise along
the developed coastline of the United States for various sulfate emission scenarios;
and (3) 90% confidence intervals around these expected values that reflect both
emissions uncertainties and estimation errors.

Section 2 describes the three models employed in this study, Section 3 presents
the specific results, and Section 4 gives our conclusions.

2. The Models

Three separate models are employed sequentially to produce estimates of the
functional relationship between the protection and abandonment costs attributable
to rising seas along the developed United States coastline and the expected value
of those costs across the full range of possible sea-level-rise futures. This section
describes each model, in turn.
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Table I
The potential cost of sea-level rise along the developed coastline of the United States
(billions 1990$). Source: Table 6 of Yohe et al. (1996)

Sea-level rise (1) (2) (3) (4)
through 2100 and Contexta Amortizedb Cumulativec Transient
author(s) (2065)d

7.6 m
Schneider and Chen Vulnerability n/a $474 n/a

(1980)

4.6 m
Schneider and Chen Vulnerability n/a $347 n/a

(1980)

100 cm
Yohe (1989) Vulnerability n/a $321 $1.37
Smith and Tirpak (1989) Protection n/a $73–$111 n/a
Nordhaus (1991) Protection $4.9 n/a n/a
Cline (1992) Protection $1.2 $240 n/a
Fankhauser (1994) Protection $1.0 $62.6 n/a
Yohe et al. (1996) Protection and $0.19 $45.1 $0.38

abandonment

50 cm
Yohe (1989) Vulnerability n/a $138 n/a
Cline (adjusted by Protection $3.6 $120 n/a

Smith, 1996)
Fankhauser (1994) Protection $0.57 $35.6 n/a
Yohe et al. (1996) Protection and $0.06 $20.4 $0.07

abandonment

a Vulnerability measures the value of property (at the date of publication) that will be
inundated by the year 2100. Protection denotes only the cost of protecting that property
when protection is required. Abandonment reflects the current value of property, after
anticipatory adaptation, at the time of inundation.
b Amortized values reflect the fixed annual value that produces a present value through the
year 2100 equal to the cumulative values recorded in column (3).
c Cumulative values of costs or vulnerability estimates through the year 2100. They are
undiscounted (except for Fankhauser). Fankhauser’s estimates are discounted effectively
by the annual rate of growth in per capitaGDP (expected to average 1.6% for the U.S.
through the year 2100).
c Transient costs are annual costs estimated to be incurred in a specific year – 2065 in this
case. They are undiscounted.

2.1. GLOBAL ECONOMIC ACTIVITY TO EMISSIONS PROFILES

Most of the results reported here are drawn from an iterative global-emissions
model designed to accommodate Monte Carlo simulation over multiple sources of
uncertainty. Readers familiar with the lineage of integrated-assessment models will
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Figure 1. Schematic representation of the energy side of the emissions model.

recognize the model as the union of the original Nordhaus-Yohe (1983) probabilistic
global-emissions model with the more recent (Nordhaus, 1994) DICE model. A
detailed description of its highly aggregated structure can be found in Yohe and
Wallace (1996), so it is sufficient for present purposes to highlight some of the
properties that are most germane to this application.

Figure 1 schematically displays the energy side of the model structure. It shows
that the demand sides of the simulated markets for carbon-based and noncarbon-
based fuel in any year are derived directly and consistently from the production
function that relates energy consumption, labor employment and the capital stock
to gross domestic product in yeart, GDP(t). The supply side for carbon-based fuel
depends upon the depletion of carbon-based resources; it therefore depends upon
cumulative consumption through the previous year. The supply side for noncarbon-
based fuel depends upon historical trends and technological change. Both sides of
the two markets interact in the two shaded boxes to determine contemporaneous
levels of consumption – levels that feed back into the production function to
determine the level of aggregate economic activity in yeart. The consumption of
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carbon-based fuel also determines the level of CO2 emission, and that in turn works
to determine CO2 concentration.

The scale of the initial Monte Carlo simulation of alternative emissions scenarios
is defined by nine uncertain parameters that include standard productivity and
population-growth parameters, as well as unique unconstrained combinations of
elasticities of substitution between energy and other productive inputs and between
carbon-based and non-carbon based fuels. For each uncertain quantity, high, middle
and low values are chosen so that they can reasonably be assigned subjective
probabilities of 0.25, 0.50 and 0.25, respectively. Subsequent simulation focuses
attention on the four parameters that contribute most to the range of estimates
of emissions to 2100. An exhaustive, probabilistically weighted sampling across
these four parameters adequately reflects the initial Monte Carlo outcomes of 1000
randomly selected scenarios drawn from the larger set of 39 (= 19;683) possible
combinations.

The resulting 81 (34) scenarios are ranked in order of CO2 emission in the
year 2100 and are partitioned into seven groups. Following the methodology for
selecting ‘interesting’ (i.e., representative) scenarios described by Yohe (1991), the
groups are defined and representative scenarios are selected in a way that minimizes
the probabilistically weighted sum of the squared errors involved in describing the
entire distribution in emission for the year 2100 by the smaller collection of only
seven trajectories. The likelihood value assigned to each trajectory represents the
sum of the subjective weights of all the scenarios located in each specific group.
CO2 emission trajectories for the seven representative scenarios are depicted in
Figure 2.

Since the representative scenarios emerge from a process that artificially col-
lapses the content of 39 runs from one specific model into a manageable set of
scenarios deemed representative and ‘interesting’, it is appropriate to question the
degree to which they reflect anything more than the idiosyncrasies of the model, the
selection process, or both. It is, however, comforting to note that the seven repre-
sentative scenarios chosen reflect the diversity of current expert opinion reasonably
well. The middle portion of their range, for example, spans completely the carbon
emissions recorded by the IPCC in its six specified scenarios (see Houghton et al.,
1992); indeed, approximately 20% of the likelihood range captured by the sev-
en representative scenarios exceeds the highest IPCC emission trajectory (IS92e).
The seven representative scenarios also lie between the 10th and 90th percentile
results produced by Nordhaus (judged from Table 7.3 in Nordhaus, 1994), but
showed much more potential on the high side of even the most recent ‘modeler’s
choice’ sample from Weyant (1996). Comparison with even a full set of alternative
scenarios would not constitute validation of these scenarios. There is, nonetheless,
some convincing evidence that the seven scenarios do, indeed, adequately cover the
range of current opinion about what the future might hold and that their underlying
structure does not produce anomalous cost or concentration statistics.
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Figure 2. CO2 emission trajectories from 2000 to 2100 for the seven representative scenarios.

The link between the CO2 emission at timet,ECO2(t), and the contemporaneous
atmospheric concentration of carbon dioxide, CO2(t), is drawn from the single-
equation representation offered by Nordhaus in his DICE formulation (Equation
(3.4) on page 26 of Nordhaus, 1994):

CO2(t+ 1) = �ECO2(t) + (1� �)CO2(t) ; (2.1)

where� and� are parameters to be estimated from the historical record. Given
an assumed turnover time for the deep oceans of 120 years, Nordhaus reports that
� = 0:00833 yr�1 gave a ‘best estimate’ for� of 0.64. These are the middle values
taken by Nordhaus (1994), and they are adopted here. There are, of course, other
simple models that take emissions to concentrations and which reflect the potential
that their parameterization might change over time. The DICE representation was
chosen for convenience, but Yohe and Wallace (1996) indicate that the range of
concentrations that emerge from the simulations again easily span the ranges of
modelers’ runs reported in Weyant (1996) for EMF-14. Therefore, taking advantage
of convenience in this case is not very expensive.

The contributions of other greenhouse gases (GHGs) are handled by calculating
equivalent-carbon-dioxide concentrations (ECD) – the amount of CO2 which gives
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Figure 3. ECDconcentration trajectories from 1765 to 2100 for the seven CO2 emission trajectories
of Figure 2.

the same radiative forcing as the radiative forcing by allGHGs (CO2, methane,
nitrous oxide and the chlorofluorocarbons) – according to

ECD i(t) =

�
ECDobs(t); 1765� t � 1990
CO2(t)[1+ �i]; t > 1990;

(2.2)

whereECDobs(t) is the observed equivalent-carbon-dioxide concentration in yeart
given by Shine et al. (1990) – which is slightly smaller (<4.8%) than that based on
the most recent IPCC report (Houghton et al., 1996), principally due to the absence
of the increase in tropospheric ozone – and the�i are estimated by applying an
association between the forcing of other greenhouse gases and the annual growth
rate of globalGDP that is supported by the IPCC IS92 scenarios (Houghton et al.,
1992). Applying this statistical association to the seven representative scenarios
produces (�i, GDP growth-rate) pairs of (0.390, 1.5%), (0.390, 1.5%), (0.334,
2.2%), (0.326, 2.3%), (0.286, 2.8%), (0.286, 2.8%). and (0.278, 2.9%) for scenar-
ios 1 through 7, respectively. Figure 3 displays the resultingECD concentration
trajectories.
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Three alternative sulfate-emission trajectories are examined for eachECDsce-
nario. A base-case trajectory (M ) is defined by:

E
M
SO2

(t) =

8<
:
ESO2;obs(t); 1856� t � 1990

ESO2;obs(1990)
�

CBF (t)

CBF obs(1990)

�
; t > 1990

(2.3a)

whereESO2;obs(t) is the anthropogenic emission rate of sulfur in the form of SO2
given by Schlesinger et al. (1992),CBFobs(1990) represents the carbon-based
fuel consumption in 1990,CBF(t) represents the carbon-based fuel consumption
projected along each carbon-emission scenario after 1990, and is the elasticity
of sulfate emission with respect to the consumption of carbon-based fuel. The
elasticity parameter is taken to be 0.7 for theM trajectory – a value roughly
consistent with the U.S. experience since the passage of the Clean Air Act of 1977.
A low-sulfate trajectory (L) is derived from theM trajectory by assuming a 1%
cumulative annual decline against the base case,

E
L
SO2

(t) =

(
ESO2;obs(t); 1856� t � 1990
(0:99)t�1990

E
M
SO2

(t); t > 1990:
(2.3b)

This trajectory is designed to reflect active sulfate-emission-reduction policies
being implemented sequentially across the globe. Finally, a high-sulfate trajectory
(H) is defined by:

E
H
SO2

(t) =

8<
:
ESO2;obs(t); 1856� t � 1990

ESO2;obs(1990)
�

GDP(t)

GDPobs(1990)

��
; t > 1990

(2.3c)

whereGDPobs(1990) represents world-aggregate economic output in 1990,GDP(t)
represents the sum of the value of goods and services projected to be produced
across the globe along each emission scenario after 1990, and� is the elasticity of
sulfate emission with respect toGDP, taken to be 0.8 – a value consistent with the
U.S. experience since the 1950s. TrajectoryH therefore includes the partial effects
of emission-reduction policies with existing technology, but it does not presume
that their adoption would be ubiquitous. Figure 4 displays the three alternative
sulfate trajectories associated withECDscenarios 1, 4, and 7.

Taken together, these sulfate emission trajectories roughly span the range report-
ed to EMF-14 (Weyant, 1996) – a range that shows high, median and low emission
for 2100 roughly equal to 3.5, 2 and 0.5 times 1990 levels, respectively. Those
reported trajectories were not employed here, however, because they would not
necessarily be consistent with the underlying economic activity of energy con-
sumption patterns that spawned our carbon emissions. The three alternatives were
created with an eye toward offering three qualitatively different, but possible, aggre-
gate portraits of how future sulfate emissions might evolve. To that end, the middle
case relates sulfate emissions to fossil-fuel consumption to reflect their sensitivity
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Figure 4. The low (L), medium (M ) and high (H) alternative sulfate trajectories associated with
ECDscenarios 1, 4, and 7.

to economic activity supported by increased energy efficiency and moderate efflu-
ent control; the U.S. experience under the Clean Air Act of 1977 was taken to be
representative of both. The low scenario envisioned strenuous effluent control, and
so it worked to reduce emissions directly from the middle case. The high scenario
was meant to reflect the future when emerging high-energy consumers do little or
nothing either to conserve energy or to control effluent. Emissions were therefore
tied directly toGDP, and the U.S. experience prior to the Clear Air Act of 1977
was the representative guide.

2.2. TEMPERATURE AND SEA-LEVEL CHANGES

To calculate the change of temperature and the sea-level rise due to oceanic ther-
mal expansion in response to the combined forcing byGHGs andASA, we use an
energy-balance-climate/upwelling-diffusion-ocean (EBC/UDO) model. The origi-
nal, global version of this model was developed by Schlesinger, based on the mod-
el’s original formulation by Hoffert et al. (1980), and was used by Schlesinger and
colleagues to simulate the global-mean temperature evolution for the differentGHG
scenarios of the IPCC 1990 report (Bretherton et al., 1990), and for greenhouse pol-
icy studies (Schlesinger and Jiang, 1991; Hammitt et al., 1992; Schlesinger, 1993;
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Lempert et al., 1994, 1996). The hemispheric version of the model was developed
to study the influence on the climate system ofASA(Schlesinger et al., 1992) and
putative solar-irradiance variations (Schlesinger and Ramankutty, 1992), and has
been used to discover a 65–70 year oscillation in observed surface temperatures for
the North Atlantic Ocean and its bordering continental regions (Schlesinger and
Ramankutty, 1994a,b, 1995).

A hemispheric version of the model that explicitly calculates the individual
temperature changes over land and ocean in each hemisphere (Ramankutty, 1994)
has been used to investigate the influence on climate of volcanoes (Ramankutty,
1994) and the sun (M. E. Schlesinger, N. G. Andronova, and N. Ramankutty, in
preparation), and to estimate the sensitivity of the climate system and the magnitude
of theASAforcing (N. G. Andronova and M. E. Schlesinger, in preparation). We
use this hemispheric version of the model in the present study.

The model determines the changes in the temperatures of the atmosphere and
ocean, the latter as a function of depth from the surface to the ocean floor. In the
model the ocean is subdivided vertically into 40 layers, with the uppermost being
the mixed layer and the deeper layers each being 100 m thick. Also, the ocean is
subdivided horizontally into a polar region where bottom water is formed, and a
nonpolar region where there is upwelling. In the nonpolar region, heat is transport-
ed upwards toward the surface by the water upwelling there and downwards by
physical processes whose effects are treated as an equivalent diffusion. Heat is also
removed from the mixed layer in the nonpolar region by a transport to the polar
region and downwelling toward the bottom, this heat being ultimately transported
upward from the ocean floor in the nonpolar region. The atmosphere in each hemi-
sphere is subdivided into the atmosphere over the ocean and the atmosphere over
land, with heat exchange between them.

In addition to the radiative forcing, ten principal quantities must be prescribed in
the model: the temperature sensitivity of the climate system,�T2�– the equilibrium
surface-air temperature change in response to the radiative forcing equivalent to
a doubling of the CO2 concentration,�F2� (4.39 Wm�2); the vertically uniform
upwelling velocity for the global ocean, W (4 m/yr); the vertically uniform thermal
diffusivity, � (0.63 cm2 s�1), by which all non-advective vertical heat transport
in the ocean is parameterized; the depth of the oceanic mixed layer,h (70 m);
the warming of the polar ocean relative to the warming of the nonpolar ocean,�
(0.4); the air-sea and air-land heat exchange coefficients,�a;o (49 Wm�2/�C) and
�a;L; the interhemispheric heat transfer coefficients for the atmosphere and ocean,
�a (3.39 Wm�2/�C) and�o (3.07 Wm�2/�C); and the heat exchange coefficient
between the atmosphere over land and ocean,k. Here we use our usual values for
W, �, h, �, �a;o, �a and�o (Schlesinger et al., 1992);�a;L = 1 andk = 2:5
Wm�2/�C; and choose�T2� to be either 1.5�C, 2.5�C or 4.5�C.
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The hemispheric radiative forcing in the model is

�Fh(t) = �F2�
ln[ECD(t)=ECD(1765)]

ln 2
+�h�FASA(1978)

ESO2(t)

ESO2(1978)
; (2.4)

whereECD(t) is the equivalent-carbon-dioxide concentration given by Equation
(2.2) andECD(1765)= 279 ppmv;ESO2(t) is the sulfate emission given by Equa-
tion (2.3);�FASA (1978) is the radiative forcing ofASA in 1978 (the year for
which Charlson et al. (1991) made the first radiative-transfer calculation for the
clear-atmosphere component thereof), with the value here taken to be either 0, –0.6
or –1.2 W m�2; and�h is 1.6 for the northern hemisphere and 0.4 for the southern
hemisphere, such that 80% of the globalASAforcing occurs in the northern hemi-
sphere and 20% in the southern hemisphere. The change in global-mean surface
temperature is shown in Figure 5.

The model calculates the change in sea level due to thermal expansion, changes
in small glaciers, and changes in the Greenland and Antarctic ice sheets. The
sea-level change due to thermal expansion is given by

�SLTE (t) =
40X
l=1

[�(pl; Tl)� �(pl; Tl +�Tl(t))]�zl
�(pl; Tl +�Tl(t))

; (2.5)

wherel denotes the vertical layers in the ocean,�(pl; Tl) is the density of sea water
at pressurepl and undisturbed reference temperatureTl, and�(pl; Tl +�Tl(t) is
the corresponding density at disturbed temperatureTl +�Tl(t), with �Tl(t) the
global-mean temperature change calculated by theEBC/UDO model for ocean
layerl at timet.

We calculate the change in sea level contributed by the Greenland ice sheet, the
Antarctic ice sheet and small glaciers following Wigley and Raper (1993),

dzG
dt

= 1:5�G�T (t); (2.6)

dza
dt
� �A�T (t); (2.7)

dzsg
dt

=

8<
:
�zsg + (Zo � zsg)��T

�
; for 0� zsg < Zo

0; for zsg = Zo ;
(2.8)

wherezG is the change in sea level due to the Greenland ice sheet, withzG(1765) =
0, �G = 3� 10�4 m yr�1/�C,�T (t) the change in the global-mean atmospheric
temperature since 1765, and the factor 1.5 accounts for the poleward amplification
of the temperature change in the northern hemisphere;zA is the change in sea
level due to the Antarctic ice sheet, withzA(1765) = 0 and�A = �2� 10�4 m
yr�1/�C; andzsg is the change in sea level due to the melting of small glaciers,
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Figure 5. Change in global-mean surface temperature from 1990 for three pairs ofECD scenario and sulfate trajectory, (1,H), (4,M ) and (7,L) that
span the range of results, each for three alternate sulfate forcing values,�FSO4 = 0, –0.6 and –1.2 Wm�2, and three climate sensitivities,�T2� = 1:5,
2.5 and 4.5�C.
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with zsg(1765) = 0,Zo = 0:5 meters,� = 0:25/�C and� = 20 years. The change
in sea level, shown in Figure 6, ranges in 2100 from 10.8 cm for the smallest
climate sensitivity and highest sulfate (�T2� = 1:5�C and scenario 1H with
�FASA(1978) = �1:2 Wm�2) to 89.4 cm for the highest climate sensitivity and
lowest sulfate (�T2� = 4:5�C and Scenario 7 with�FASA(1978) = 0 Wm�2).
Our maximum is virtually identical to that of the most recent IPCC report (Warrick
et al., 1996), while our minimum is about 50% smaller.

2.3. SEA-LEVEL-RISE TRAJECTORIES TO ECONOMIC COST

We calculate the economic damage that might be attributed to future sea-level
rise in the absence of any decision to protect threatened property in terms of the
value of that property at the (future) time of inundation, taking into account any
adaptation that might have occurred naturally and efficiently prior to flooding and
abandonment. Adaptation, here, means any sort of cost-reducing activity undertak-
en in response to the threat of future (or immediate) inundation. Some adaptation
occurs ‘naturally’ as, for example, markets’ incorporating the threat. Other adapta-
tion requires specific action by specific individuals – such as deciding to protect a
particular piece of property. Some adaptation is efficient, in the sense of minimizing
cost; other adaptation may be ‘second best’, but it still lowers cost and improves
welfare. Meanwhile, protection can, here, involve building dikes, building sea-
walls, nourishing beaches, raising houses – any activity that prevents (or reduces
the likelihood of) damage from rising seas. The strategy chosen is the one that
achieves the objective at least cost. Portraits of both future economic development
and efficient market adaptation are therefore required.

The model employed here produces those portraits for square cells of developed
coastal property (500 m by 500 m) that span the coastlines of locations chosen for
inclusion in the United States sample. Satisfactory descriptions of how future
development might affect real-estate values in each coastal cell are derived from
empirical market analyses of how property values might change as functions of
‘driving socio-economic variables’ like population and real income. Abraham and
Hendershott (1993), for example, explain the current rate of change in property
values in terms of a lagged rate of change, the rate of growth of (local) population,
and the rate of growth of real per capitaGDP. Historically based portraits of the
appreciation of the real-property value are produced by inserting into accessible
empirical studies such as Abraham and Hendershott (1993), scenarios of how
‘driving socio-economic variables’ might move as the future unfolds. Applied
with care in the absence of any anticipated, fundamental structural change in the
real-estate marketplace, the resulting development trajectories offer portraits of the
evolving context of the sea-level-rise problem. Matching the driving variables of
property appreciation with their antecedents in the economic-activity model brings
an additional degree of consistency to bear on the analysis. Yohe et al. (1996)
outline the procedure in more detail and highlight the sources of data.
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Figure 6. Change in sea level from 1990 for three pairs ofECD scenario and sulfate trajectory, (1,H), (4,M ) and (7,L), that span the range of results,
each for three alternate sulfate forcing values,�FSO4 = 0, –0.6 and –1.2 Wm�2, and three climate sensitivities,�T2� = 1:5, 2.5 and 4.5�C.
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Satisfactory descriptions of how real-estate markets might respond on a more
micro, local level in the face of threatened inundation from rising seas are more
difficult to create. Yohe (1989) and Yohe et al. (1996) provide some insight into
how to proceed. By 1996 it had become widely accepted that land and structures
should be considered separately. Procedures that would account appropriately for
the economic cost of losing one would not necessarily account accurately for the
economic cost of losing the other. In particular, the value of the land lost to rising
seas should, in most cases, be estimated on the basis of the value of land located
far inland from the ocean. It is therefore assumed here implicitly that any price
gradient which placed higher values on parcels of land in direct correlation with
their proximity to the ocean would, in a very real sense, simply migrate inland as
shoreline property disappeared under rising seas. Ignoring what could be significant
transfers of wealth for the purpose of computing social cost, as is the convention of
cost-benefit analysis, the true economic cost of inundation can thus be captured in
most cases by the value of the land that was, in an economic sense, actually lost –
interior land equal in area to the abandoned and inundated property. The exception
to this procedure occurs when rising seas threatened a barrier island where the
property-value gradients encroached from two sides. It is still possible to use the
value of interior land to reflect costs, but care must be taken to note when interior
values begin to reflect the higher values defined as both gradients converged on
the middle of the island. Yohe (1989) provides a description of how this case is
accomplished.

The economic value of structures can meanwhile be assumed to depreciate over
time as the threat of impending inundation and abandonmentbecame known. Struc-
tures would be lost at the moment of inundation, to be sure, but their true economic
value at that point could be zero with perfect foresight and enough advanced warn-
ing. Despite stories of individuals’ reluctance to abandon threatened property in,
for example, flood plains, the results of investigations into how markets react to low
probability-high cost events strongly support the assertion that the market-value of
structures does indeed decline over time in response to the pending cost of a grow-
ing threat. For example, MacDonald et al. (1987) examined homeowner behavior
in the face of the threat of flooding and found some degree of aggregate response.
Brookshire et al. (1985) had previously found similar response to earthquakes even
when individuals passed on the opportunity to purchase insurance. All of this work
offers evidence to suggest that market values should process information offered
by experts about low-probability natural hazards. The assumption made in support
of this work is that property values should, over the long term, and in the face of
gradual manifestations of rising seas, internalize the threat, particularly given some
increased validation of the information being offered by the expert community.

Ill-timed or incomplete (uncertain) abandonment, caused by uncertainty about
the rate of future sea-level rise and/or a disbelief that existing property would
actually be abandoned, might undercut maximum efficiency because either source
of imperfect information would support only an incomplete reaction to the threat
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of rising seas. The value of lost structures under these conditions would then not be
zero; it would, instead, equal the remaining value of (shoreline) structure at the time
of inundation. The worst case of imperfect information and uncertain abandonment
would allow absolutely no market adaptation and thus no time for any structural
depreciation at all – a situation that would perhaps be the result of a sudden
realization that a policy of abandonment would, indeed, be followed. Regardless
of its cause, this worst-case scenario is modeled to capture circumstances under
which the cost attributed to inundation by rising seas would be as large as possible.
Storms, of course, raise the possibility of multiple losses on the same site and
could, therefore, exaggerate even these worst-case estimates.

Armed with these accounting conventions, we divide the planning of how to
respond to rising seas along a developed coastline into two distinct decisions that
are modeled as efforts to maximize discounted intertemporal welfare (i.e., the net
benefits of any protection strategy minus the cost of its implementation). The first, a
decision to protect the coastline starting at some timeto, is thought to be reversible;
more specifically, it is assumed that it would always be possible to decide at some
later timeT to abandon property that had previously been protected. The alternative
decision not to protect shoreline property (or to stop protection at timeT ), is taken
to be irreversible. Planning any heroic and expensive attempt to reclaim previously
abandoned property is, ultimately, assumed to be dominated in every case by the
less-expensive option of protecting (or continuing to protect) that property all along.

The (net) benefit side of a decision to protect a shoreline from timeto through
time T is modeled as the true opportunity cost of abandoning coastal property,
and calculation of that opportunity cost requires a time trajectory of the (future)
value of property vulnerable to sea-level rise along some specific scenario. Letp(t)
represent the time trajectory of property values that would be lost at timet if it were
not somehow protected. Assuming the efficiency of perfect foresight and associated
market-based adaptation,p(t) should reflect only the value of parcels of interior
land equal in area to inundated shoreline property. Efficiency conditions need not
be satisfied in every case, though. Protection decisions may, indeed, incorporate
suboptimal decisions based on admittedly imperfect information and incomplete
adaptation. In such a case,p(t)would include not only the value of interior land, but
also some proportion of the value of threatened structures. If there were absolutely
no foresight, in fact,p(t) would include 100% of the value of coastline structures.
In any case,p(t) is not a cumulative statistic; it is, quite simply, the value of
(unprotected) property that would be lost at timet.

Turning now to a generic representation of the present value of the net benefit to
society from its protecting property from timeto through timeT , let�(t) represent
the time trajectory of appropriate property values (per unit area) andA(t) represent
the incremental area of land threatened at timet. The�(t) series notationally reflects
all of the complication caused by appreciation and adaptation that is outlined above,
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while theA(t) series reflects an inundation trajectory. In this case,p(t) = �(t)A(t),
and the present value of net benefits is:

PV [B(to; T )] =

Z T

to

p(t)e�rtdt� e�rT�(T )

Z T

0
A(t)dt : (2.9)

The first term in Equation (2.9) represents the value of protection, expressed in
terms of the sum of the value of property that was not lost from timeto through
time T . The second term represents the value of all of the property that had been
protected but was subsequently abandoned at timeT . All of this abandoned property
is valued by�(t) from to throughT , the time of abandonment, but its ultimate loss
is fully discounted back to the present (t = 0). This structure allows property to
be protected for a finite period of time. That is, a decision to protect atto does not
commit anyone to protect indefinitely; protection will continue only so long as its
benefits outweigh its costs.

The cost of protection from timeto through timeT is easier to frame. Letc(t)
represent the time trajectory of protection costs along the same specified sea-level-
rise scenario. The present value of those costs is then, simply

PV [C(to; T )] =

Z T

to

c(t)e�rtdt : (2.10)

Given Equations (2.9) and (2.10), even in their most general form, the planning
problem is quickly reduced to one of picking the pair (t�o; T

�) that maximizes the
present value of the net benefit of protection:

PV [B(to; T )]� PV [C(to; T )]; (2.11)

with t�o < T � imposed on the solution by the irreversibility of the decision to
abandon.

Taken to its practical level, the benefit-cost planning criterion embodied in
Equation (2.11) is applied to each cell that was threatened by inundation at any
timeto along every sea-level-rise trajectory. If the net benefit of protection turns out
to be positive for any threatened cell, then we record the stream of protection costs
(fixed investment at timeto and variable costs through timeT ). If the net benefit
of protection is negative, however, then the cell is abandoned and we register the
(undiscounted) second term ofPV [B(to; T )] as a cost. Summed over all of the
cells in the sample, these cost series produce estimates of actual economic cost for
the United States in decadal increments; and so they can be used to produce not
only estimates of transient costs over time, but also discounted costs through the
year 2100.

3. Analysis, Procedures and Results

The seven representative CO2-emission trajectories drawn from the global economic-
energy model described in Section 2.1, expanded to include forcing by other green-
house gases and associated sulfate emissions, support probabilistically weighted
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portraits of how the future might unfold. Each is run with three different climate
sensitivities,�T2�, that feed associated damage estimates back into the model of
underlying economic activity, and with three distinct but associated sulfate emis-
sions trajectories, each permuted across three distinct values for the sulfate forcing
parameter,�FASA (1978). Each representative emissions trajectory therefore sup-
ports 36 alternative futures for a total of 252 scenarios. A fourth set of scenarios is
also produced for each representative emissions trajectory by essentially ignoring
sulfate forcing, and sampling over the full range of climate sensitivities, there-
by generating another 28 alternative futures. We run the resulting total of 280
scenarios through theEBC/UDO model to produce 280 different sea-level-rise
trajectories to which the costing model is applied. Costs are computed along each
sea-level trajectory on a cell-by-cell basis for thirty sample sites, and the results
are aggregated to produce estimates of total annual cost for the United States in
decadal increments from the year 2000 through the year 2100. The sites, identified
explicitly in Yohe (1989) and Yohe et al. (1996), were selected systematically from
around the coastline and have been judged to be reasonably representative – at
least sufficiently representative to support aggregate estimates of cost. Six different
cost-of-protection assumptions are employed in each case, and ranges of property
value appreciation are employed that were consistent with the levels of economic
activity associated with the underlying and corresponding emissions paths.

Simulation over the complete set of alternative trajectories thereby produces
initial time series estimates of the anticipated cost of sea-level rise across a wide
range of possible futures; each is indexed by its associated anticipated level of
sea-level rise through the year 2100 (denoted byS in the following discussion).
These time series subsequently support a two-stage procedure for estimating a
relationship that explained the variation in costs in any yeart, C[t;S; P; V (t)], by
tracking the variations inS, the real protection cost,P (indexed such that $750 per
linear foot for protection against a one meter sea-level rise was unity), and the real
value of property at the time of possible abandonment,V (t) (indexed such that the
1990 value was unity). More specifically, the first stage assumes a relationship of
the form:

C[t;S; P; V (t)] = eA(t)Sa(t)P �(t)V (t)(t) (3.1)

for each decadal anniversary from the year 2000 through the year 2100. TheA(t)
parameter in these estimate functions is an initializing scale parameter, whilea(t),
�(t) and(t) all serve functionally as elasticities; i.e., the last three terms indicated
the sensitivity of total cost, measured in percentage terms, to percentage changes
in S, P andV (t), respectively.

Second-stage estimates exploit an observed linear sensitivity of the initializing
parameterA(t) to time and the time insensitivity of the elasticity estimates to
produce a summary relationship of the form:

C[t;S; P; V (t)] = eA+�tSaP �V (t) : (3.2)
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Table II
Transient costs with perfect foresight (millions 1990$ per year)

Year Anticipated sea-level rise through the year 2100 (cm)
10 20 30 40 50 60 70 80 90

2010 4.43 13.44 24.69 38.02 53.13 69.84 88.01 107.52 128.30
2020 5.51 15.59 28.64 44.10 61.63 81.01 102.09 124.73 148.83
2030 6.33 17.91 32.90 50.65 70.78 93.05 117.25 143.25 170.94
2040 7.16 20.25 37.20 57.27 80.03 105.20 132.57 161.97 193.27
2050 8.10 22.91 42.10 64.81 90.58 119.07 150.04 183.31 218.74
2060 9.07 25.66 47.13 72.56 101.41 133.31 167.99 205.24 244.91
2070 10.13 28.65 52.63 81.03 113.24 148.86 187.59 229.19 273.48
2080 11.33 32.03 58.85 90.60 126.62 166.45 209.75 256.26 305.79
2090 12.66 35.82 65.80 101.31 141.58 186.11 234.53 286.54 341.91
2100 14.16 40.05 73.57 113.27 158.30 208.09 262.23 320.38 382.29

Assuming perfect foresight, for example, this estimation procedure fits Equation
(3.2) with

C[t;S; P; V (t)] = e�3:45+0:0113tS1:5P 0:25V (t)0:26: (3.3)

The first stage produces stable estimates withR2 values uniformly in excess of
0.95; the second stageR2 is 0.994. Without any foresight, by way of contrast,

C[t;S; P; V (t)] = e�3:85+0:014tS1:6P 0:40V (t)0:09: (3.4)

The correlation is a bit smaller in this case, but the second stageR2 is still 0.951.
Notice that lost foresight brings an increased sensitivity of cost to both changes
in anticipated sea-level rise through the year 2100 and to changes in the cost
of protection, but a lower sensitivity to the appreciated value of property. It is
conceivable, however, that some of the power of appreciating property values
in explaining costs over time is captured in the higher time trend. It is clear,
though, that protection plays a larger role in the foresight case, not only in defining
appropriate responses to rising seas, but also in determining the expected cost of
those responses.

Tables II and III record the annual transient cost schedules described by Equa-
tions (3.3) and (3.4) for decades beginning in 2010 and running through the year
2100 under the best-guess assumptions about property-value appreciation and the
cost of protection. Figure 7 displays the Table III results graphically – transient
costs in the absence of foresight. Each curve in Figure 7 portrays, in particular, the
estimated annual cost attributable to sea-level rise either through abandonment of
property or its protection as a function of total sea-level rise anticipated through the
year 2100. If 50 cm in sea-level rise were anticipated through the turn of the next
century, for example, then Table III and Figure 7 show that something on the order
of $61 million (1990$), $110 million, and $222 million in cost could be expected
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Table III
Transient costs without foresight (millions 1990$ per year)

Year Anticipated sea-level rise through the year 2100 (cm)
10 20 30 40 50 60 70 80 90

2010 4.59 14.02 26.94 42.81 61.31 82.23 105.39 130.67 157.95
2020 5.35 16.33 31.37 49.85 71.39 95.75 122.72 152.16 183.93
2030 6.21 18.95 36.40 57.84 82.85 111.11 142.41 176.57 213.44
2040 7.17 21.87 42.01 66.76 95.62 128.25 164.37 203.80 246.35
2050 8.27 25.25 48.51 77.08 110.40 148.07 189.78 235.30 284.43
2060 9.52 29.05 55.80 88.67 127.00 170.32 218.30 270.66 327.17
2070 10.94 33.38 64.12 101.90 145.95 195.74 250.87 311.05 375.99
2080 12.57 38.38 73.72 117.16 167.80 225.05 288.44 357.62 432.29
2090 14.46 44.13 84.76 134.70 192.93 258.74 331.63 411.17 497.03
2100 16.62 50.73 97.46 154.87 221.81 297.49 381.29 472.74 571.45

Figure 7. Transient costs in the absence of foresight from 2010 to 2100, indexed as a function of the
anticipated sea-level rise (cm) through the year 2100.

in the years 2010, 2050 and 2100, respectively. Those costs should be expected
to climb to $158 million, $284 million and $571 million per year, respectively, if
anticipated sea-level rise through 2100 were thought to be 90 cm instead of 50 cm.
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Figure 8. Present value of cost indexed as a function of anticipated sea-level rise through the year
2100, with and without foresight, calculated with a 3% discount rate.

The first-stage procedure also supports estimates of the present value of cost,
PV [C(t;S; P; V (t)], again indexed as a function of anticipated sea-level rise
through the year 2100. With foresight and a 3% discount rate, in particular,

PV [C(t;S; P; V (t)] = e�4:3S2:08P 0:27V (t)0:26; (3.5)

while, without foresight,

PV [C(t;S; P; V (t)] = e�2:8S1:79P 0:33V (t)0:10: (3.6)

Figure 8 displays these schedules, again assuming best-guess values for protection
expense and property appreciation. Notice that perfect information lowers cost, but
perhaps not by as much as might be expected – by 40% if 50 cm worth of higher
seas were anticipated by the year 2100, but only by slightly more than 15% if
100 cm in sea-level rise were thought to be most likely. The potential harm caused
by rising seas climbs so smoothly that the absolute value of perfect adaptation with
perfect information grows much more slowly than the total cost of inundation.

Equations (3.5) and (3.6) also support estimates of the expected present value of
the cost attributable to sea-level rise across the probabilistically weighted emissions
trajectories described in Section 2. The first section of Table IV shows results that
ignore the potential effect of sulfate aerosols on radiative forcing, but include
equally weighted assumptions about climate sensitivity across the 1.5�C to 4.5�C
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Table IV
The expected present value of the cost of greenhouse-
gas-induced sea-level rise on the developed U.S. coast-
line

Case Expected present value
(millions of 1990 dollars (1990$)
computed with a 3% discount rate)
10th Mean 90th
percentile percentile

No sulfate, 41 (10, 81)a

Foresight 76 1326 3611
No foresight 147 1836 4620

Base-case sulfate, 35 (9, 69)
Foresight 52 949 2812
No foresight 112 1381 3715

Low sulfate, 40 (10, 75)
Foresight 73 1325 3590
No foresight 143 1768 4392

High sulfate, 25 (6, 56)
Foresight 21 525 1870
No foresight 53 784 2451

a Sea-level rise in 2100. Ninety percent confidence
interval for sea-level rise through the year 2100 indi-
cated in parentheses.

range advanced by the Intergovernmental Panel on Climate Change. With and
without foresight, the expected present value is $1.3 billion (1990$) and $1.8
billion (1990$), respectively. Note, however, that these estimates are surrounded by
enormous 90% confidence intervals that were determined by recognizing climatic
uncertainty (reflected by 90% confidence bounds on anticipated sea-level rise
through 2100) and estimation error; they do not, it must be emphasized, capture
the potential effect of model uncertainty.

The potential effect of sulfate emissions on these estimates is also examined.
Recall that three different sulfate trajectories are considered with three equally
weighted assumed forcings. The first is a base-case sulfate trajectory (denoted
M in Figure 4) defined by an elasticity of sulfate emissions with respect to the
consumption of fossil fuel equal to 0.7. In this case, sulfate emission generally
climbs from 1990 levels by 25% to 90% through the year 2100, and Table IV
shows a 25% reduction in both the estimated expected value of costs and the
extremes of the 90% confidence interval for anticipated sea-level rise through the
year 2100. A low sulfate emission trajectory (L), defined by a 1% annual decline
from the base case, is also considered. In this case, sulfate emission generally falls
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from 1990 levels by 50 to 70% through the year 2100, and Table IV shows little
effect on either the estimated expected value of costs or the range of anticipated
sea-level rise compared to the case with no sulfate. Finally, a high trajectory (H)
is defined by an elasticity of sulfate emissions with respect to worldGDP equal
to 0.8. In this last case, sulfate emission generally climb by as much as 200%,
and, not surprisingly, the expected discounted cost of sea-level rise falls by almost
two-thirds in the mean and by 50% in the upper extreme, as anticipated sea-level
rise through the year 2100 falls by more than 30% at the upper tail and by nearly
40% in its mean.

For purposes of comparison with the most recent estimates of sea-level rise, it is
useful to note that the final cumulative probability distribution offered in Table 7-3
of Titus and Narayanan (1995) reports a median through 2100 of 34 cm surrounded
by a 90% confidence interval bounded on the low and high sides by 5 cm and 77 cm,
respectively. Table IV displays comparable statistics. The lower boundary of the
confidence intervals ranges from 6 cm through 10 cm, depending upon assumptions
about sulfate-emission trajectories, the higher boundaries are fixed between 56 cm
and 81 cm, and the medians cover the range from 25 cm through 41 cm.

4. Conclusion

The results recorded here accomplish the three tasks identified in the introduction.
Reduced-form estimates of the transient cost of anticipated sea-level rise through
the year 2100, with and without foresight, are provided by Equations (3.3) and
(3.4). Both display nonlinearity in sea-level rise, but neither reaches the standard
quadratic form frequently employed in the damage functions of integrated assess-
ment models (see, e.g., Equation (2.10) in Nordhaus, 1994). Comparing the sea-
level-rise elasticity estimates in Equations (3.5) and (3.6) with their counterparts
in Equations (3.3) and (3.4) suggests, however, that this nonlinearity is amplified
when present-value calculations are made across a wide range of probabilistically
weighted futures – amplified across that range by nonlinearity in the relationship
between greenhouse-gas concentrations and sea-level rise. Finally, Table IV notes
that the best-guess estimates of the expected present value of cost are surrounded by
large error bands that are very sensitive to changes in the way sulfate emissions are
modeled. The specifics of the best-guess estimates continue to underscore the trend
toward lower costs. Indeed, absent any consideration of sulfate emissions, amor-
tized annual values consistent with the expected present values listed in Table IV
are $40 million (1990$) and $55 million with and without perfect foresight, respec-
tively; add consideration of the base-case sulfate emissions, these annual values fall
to $28 million and $40 million. Readers interested in considering these estimates
in a broader context should, however, recognize that they, like the earlier estimates
recorded in Table I, cover only developed property in the United States and that
they ignore the effect of storms.
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It should be noted, as well, that several methodological advances are embodied
in this work. The marriage of three models (one emissions model, one simple
climate/ocean model, and one economic impacts cum adaptation model) represents
a modest advance in linking emissions, driven by representative views of the pace of
economic activity, with a careful consideration of their downstream cost. Linkages
of this sort are not always the next logical step in integrated assessment, but
they are essential in contexts where internal consistency and unknown feedbacks
between social and natural-science components are to be examined. It would not be
enough, in this case for example, to simulate the sea-level rise model around, say,
the IPCC IS92 emissions scenarios because property valuations and, as a result,
downstream costs will be driven into the future by the same variables that will drive
the aggregate economic activity that underlies those emissions. Nor would it be
enough to run the sea-level rise model for a variety of arbitrarily selected sulfate
scenarios (for the same reason, essentially). There are, in short, a multitude of
internally inconsistent combinations of emissions/coastal-development scenarios
that should not be studied; and if they are, the ‘insight’ that they suggest should
not be believed.

Sea-level rise is, fortunately, a relatively easy arena within which to accom-
plish this sort of linkage, since the natural and economic impacts are essentially
self-contained. Simulation across ranges of possible futures shows clearly that the
sensitivity of natural and economic effects to underlying driving scenarios pro-
duces wide uncertainty in even a summary statistic like the present value of costs,
even when consistent correlations of drivers and outcomes are allowed. Consistent
modeling does, however, show that assuming different sulfate futures across the full
range of aggregate economic possibilities can move the distribution of outcomes
discernibly – much lower and tighter for high-sulfate trajectories.

The structure and the functional results reported here may, finally, be somewhat
exportable to coastal areas where protection decisions will be made using cost-
benefit criteria and where property markets are similarly structured. Differences in
coastal topography may be important, to be sure; but the variables that define the
cost relationships reported in Section 3 are quite general. Different sea-level rise
distributions can be handled easily given the separable structure of Equations (3.5)
and (3.6). Different protection cost assumptions can be considered (moving up to
$4000 per foot is ‘within sample’). Even property-value appreciation need not be
driven by market forces to accommodate comparable analyses of the no-foresight
case. Indeed, assumptions about a competitive market structure played a critical
role only in factoring the effect of market-based adaptation with adequate foresight,
coupled with a firm belief in both the sea-level forecasts and an announced policy
of abandonment.
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